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1.1

Preface
Introduction

KubeManager is a cloud-native multi-Kubernetes management platform built by Sangfor with
a simple structure, stable performance, and easiness of use. It is also a container management
platform for companies using containers. The platform, based on Docker + Kubernetes
technology stack, simplifies the process of using Kubernetes (K8s).

This

experiment manual provides guidance on how to use KubeManager, the PaaS platform

developed by Sangfor.

1.2
This

Content Description
experiment manual covers the following experiments®.
Experiment 1: Creating a K8s Cluster

Start from the creation of a K8s cluster on the platform and introduce created cluster
parameters and the function of managing the K&8s cluster's lifecycle from the
KubeManager interface.

Experiment 2: Migrating Applications to a K8s Cluster

Download open-source images from hub.docker.com, deploy container applications on
KubeManager, and realize the deployment and use of general container applications on
the platform.

Experiment 3: K8s Storage Configuration and Use

Master the configuration and docking details for K8s clusters to use the Sangfor aSAN
storage plug-in by configuring the storage of K8s clusters, including SCP licensing, the
iISCSI server of aCloud clusters, and storage servers and storage classes of K8s clusters.
Finally, deploy a workload to verify the use of storage with data volumes.

Experiment 4: Enabling K8s Cluster Monitoring

Enable cluster monitoring in a K8s cluster, and know the real-time monitoring indicators
and events of the entire K8s cluster through monitoring.

Experiment 5: Enabling K8s Cluster Logs

Enable logs in a K8s cluster, and know the log collection and retrieval of K8s
applications by deploying workloads and enabling log collection.

Experiment 6: Creating a K8s Application

Create a project and namespace. Select the project and namespace to deploy the K8s
workloads and container applications. Then, deploy an Nginx application and configure
port mapping, storage of data volumes, and container parameters. This experiment
illustrates the configuration for fully refined support of workloads and allows us to
further deploy more abundant container applications.

Through service publishing, we can know how to publish L4 services for a service and
how to configure the high-availability network port for L4 services and provide the
south-north traffic for external access.

Experiment 7: Use of App Store

1Zoom in the figures/texts in a browser if they are too small.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 6
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In this experiment, we upload a tomcat application image and the corresponding helm
chart package to the built-in registry through docker push and deploy K8s applications in
a way similar to software package management using the app store from the
KubeManager interface.

1.3 Experiment Tools

Name Download Link Purpose
chrome https://chrome.google.com Provide a browser environment to access
KubeManager

1.4 Experiment Resources

«  The following infrastructure software and servers must be ready for the experiment:

Server Required software versions or specifications
Sangfor aCloud v6.2.0
Sangfor SCP v6.2.0

Sangfor KubeManager>  v6.0

« The cloud license of containers is available, and there are sufficient licensed nodes for
creating K8s clusters.

»  The security correlation license has been granted.
+ The VM template is available for creating VMs of cluster nodes.

— VM template for K8s cluster nodes on the "CentOS-7-x86_64-Minimal-1908-
user_cluster.vma x86_64" platform

. IP Resources

Type of IP Address Purpose Quantity

IP addresses for creating K8s One IP address for each K8s cluster node The number of

cluster nodes nodes

Network port IP addresses of One network port IP address for each K8s cluster 1

K8s clusters to publish the L4 workload service

Access IP address of aCloud For K8s clusters to dock with the storage; one IP The number of

iSCSI server address and one access IP address for each physical hosts +
physical host of aCloud 1

2 KubeManager access includes the KubeManager VIP for accessing the KubeManager management interface and the

Harbor VIP for accessing the built-in registry. Image search is available.
Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 7
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2 Experiment 1: Creating a K8s Cluster

2.1 Introduction
2.1.1 About the Experiment

In this experiment, we create a K8s cluster on the interface and manage the K8s cluster in a
standard K8s cluster environment.

2.1.2 Purpose

« To find out how to create and manage a K8s cluster with KubeManager
«  To know configuration parameters for creating the K8s cluster

2.2 Steps

2.2.1 User Login

Step 1: Enter "KubeManager VIP" in the browser and log in to the console with your
KubeManager account.

& C A T%% | 10.118.85.155/1login w o ih e » e :

C:. SANGFOR CLOUD
~

KubeManager
KubeManager
KubeManager contributes to a more integrated Cloud IT architecture. It
provides central management of multi-Kubernetes clusters featuring
stability, usability and reliability. By virtue of multi-tenant management,

admin
applications, image registry and third-party services, KubeManager allows

you to manage your own containers based on a variety of built-in

infrastructures.

fUse | Privacy Policy

2.2.2 Creating a K8s Cluster

Step 1: Create VMs. Before creating a K8s cluster, import the VMs of K8s cluster nodes with
aCloud (Sangfor cloud platform) and get the VMs ready. On the interface, set and record the
node IP addresses, username, and password?®.

*  Onthe aCloud platform, click "Import VM".

3 CentOS-7-x86_64-Minimal-1908-user_cluster.vma is an x86_64 VM template for K8s cluster nodes. Other than

creating K8s cluster nodes by import, you may also create new VMs by Sangfor aCloud's cloning function. The default
username and password for VMSs created by vma are: ****[***gx*p_*x** **7 Contact relevant staff for the password.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 8
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Create New Virtual Machine %

Choose a way to create a new virtual machine

'3 Create New Virtual Machine Create Standalone Oracle Database

hine from an ISC

1 Clone VM

Import Virtual Machine

* Import a new virtual machine fron

o
w
o
@
]

]

File Type:

To use a vhd, vhdx or gcow2 image file, choose Existing disk and then select

VM Image Files:

"
{_ )= [L]-]t0:113.81.100 - Share ~ public - KubeManager - Sangtor_KubeManager 5.0 (20200830 ) ~ [ [ % sanctor_kaben:

Group: Default Group 830 v EEENIiHEE B

By EEE |z
=E
= || Cent0S-T-x86_54-Minimal-1906-kubemanager. vma 2020/6/21 17:46 VMA T

] desktop? || Cent0S-T-286_84-Minimal-1908-user_cluster. ma 2020/8/21 17:45  WMA Xf¥

) Git
=] Subversion
= ik
= BA
e

HA: & Migrate o another node
Datastore: VirtualDatastore1
Storage Policy: 2_replica
Run Location: =Autox

08
& TEA
% HHEA
& Fipigg )
ca FhNE @)

Step 2: On the Cluster interface, click "Add Cluster".
<« C A TE% | 10.113. 85 155/g/clusters o ihE N e H

o
Q I%aggﬁ;nager o Apps Users Settings Security Tools @ english ~ 0 Default Admin ( admin ) +

Clusters /

O state Cluster Name § Provider Nodes cPU RAM

O [Active prod-cluster]

Custom 58/8 Cores 78/97 GiB

Step 3: Select the cluster type and click "Custom".

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 9
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Step 4: Add cluster-custom.
e Cluster Name
<« C A 75 | 10.113.85.155//clusters/add/launch/custon b4 Ih B » e :
" iia?jcgefl\?‘!;nager Global + Apps Users  Setings  Security  Tools @ English + O Default Admin ( admin )

Add Cluster - Custom
Cluster Name * 1 Descriptio 2

prod-cluster K8s cluster for running production business

1. Set the cluster name.
2. Click "Add a Description™ and briefly describe the K8s cluster.
«  Add Host

<« C A TE% | 10.113.85. 155/g/clusters/add/launch/custon w oihE R e H

. Sangfor

KubeManager Global ~ Apps Users Settings Security Tools @ English ~ 0 Default Admin ( admin )

Add Cluster - Custom

prod-cluster? K8s cluster for running production business
(@)  Note: Only nodes running on centos centos 771308 are supported for now
Hostname Prefix P etcd Control Plane Worker Labels gy Taints
. 3 . .
1 Edit 2 (] (] (] # Labels # Taints Unchecked Quick Check
Number of nodes required ®1.3, 0or5 ®1ormore & 1or more

= Add Node [BE

Next: Configure Cluster Cancel

1. Configure the hostname.

2. Enter the IP address of the host and click "Edit" to configure the access
information.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 10
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Edit

Config Items for Access Info

Description

Access IP
External IP
Internal IP
SSH Port

Host Username
Host Password

SSH IP address for KubeManager to connect with the host
For north-south external access traffic

For east-west internal network of the K8s cluster

SSH port of node

SSH username of node*

SSH password of node

As shown in the figure, if the node uses a single NIC, the Access IP, External IP,
and Internal IP are the same.

3. Check the node role.

Q Sangfor KubeManager Global » Clusters

- Custom

Number of nodes required

Set roles for nodes in the K8s cluster. Node is a computing resource in the
cluster and can be a physical server or virtual machine (VM). Anyone capable
of communication can serve as a K8s cluster node. You only need to provide the
IP address, SSH username, and password. According to their respective roles,
we divide these nodes into three categories: etcd nodes, control nodes®, and

4The default username and password are ****/***g**r_**** **7_Contact relevant staff for the password.

5> Typically, open-source native K8s control nodes are called master nodes. Since the use of the nodes on the
KubeManager platform interface emphasizes the control node role, the node name is changed to “control”.

Version1.0(2021-01-19)
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worker® nodes. A K8s cluster must have at least one etcd node, one control node,
and one worker node.

4. Test the connection status by clicking "Start Test". Every node must pass the
test before proceeding to the next step.

5. Optional configuration: Tag and Taint’

Step 5: Configure the cluster.

Configure cluster parameters on the interface. Generally, no special configuration is required
since most scenarios have been covered by the default values on the interface. Just click

"Create".

If you need custom configuration, please refer to the following cluster creation parameters:

Config Item Default Value Description
. Control the users that can access the cluster and their
Role admin L -
permissions of changing the cluster
Tag/Comment - Configure tags and comments for the cluster
K8s Version v1.16.13-sangforl-1 Select the K8s version

Network Drive

Network Planning

Private Registry

Nginx Ingress

NodePort Scope
Monitoring Indicator

Pod Security Policy

Etcd Backup Storage

Calico

Automatic selection

Disabled

Enabled

30000-32767
Enabled

Disabled

Local

Select network plug-ins for the K8s cluster

You can customize the pod network and service network
scope of the K8s cluster

Configure the private registry for the cluster. When the cluster
is being created, all the required images will be pulled from
this registry. This item is disabled by default so that the built-
in registry of KubeManager is used. If it's enabled, you need
to use the mapped registry.

Whether to enable Nginx Ingress as the ingress controller of
K8s

Use range of NodePort in the K8s cluster
Monitoring indicators of the K8s cluster

Global PSP security policy of the K8s cluster. It is
recommended to disable this parameter during tests. You may
enable it during production after strict tests, to ensure that
services can run normally.

Refers to the etcd data backup of the etcd node. It is backed up
to local servers by default or docked with S3 of aws. The

6 The worker node role. The recommended resource configuration in the production environment is an 8-core 16 GB

worker node.

7 Clicking "Tag" can set labels for hosts, to facilitate the subsequent provision of matching of classification, scheduling,
etc. Clicking "Taints" can set the taint attribute of a node. For more details, see Taints and Tolerations on the official site.
Ownership©Sangfor Technologies Co., Ltd 12
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Config Item Default Value Description

default backup period is 12 hours, and 6 copies are backed up.
Authorized Cluster Enabled This address can be used to directly access the K8s API
Access Address SERVER, bypassing the KubeManager API agent.

2.2.3 Cluster Management

A sengfor KubeManage: lobal « Apps - etings Security FEIR »
Cluste
[+] | ]
ra
@
o an
*
P
rovs) =
o

The KubeManager interface provides rich cluster lifecycle management functions and allows
you to conveniently scale up/out by adding hosts from the cluster perspective. Click "Cluster
Name". The dashboard is displayed, where you can view the performance data and events of
the cluster in real time.

2.2.4 Command Line Entrance of Cluster
Step 1: On the Cluster interface, click "Cluster Name".

Step 2: The cluster dashboard is displayed. Click "Execute kubectl Commands".

QY senafor KubsManagsr Global - apps Users Settings Security Tools @coaen - Yo

Clusters

@ add
Q Sangfor KubeManage ced + Cluster Nodes Storage Projects/Namespaces Mermbe Toc @engisn + () vetaunt admn

= @
I X
CPU Memory Pods
W v Manager v v

Here, the command line supports all kubectl commands and allows you to have all-round
cluster control in command line mode. It is also convenient to use scripts for automatic
deployment in this mode.

2.3 Verification

Step 1: On the Cluster interface, click Cluster command-line entrance. Run kubectl get node
-0 wide to check whether the K8s node in the result is the VM when the cluster was created.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 13
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Step 2: On the Cluster interface, click "Kubeconfig File". Download the cluster configuration
file (for example, download and name it mykube.yaml). Then, download kubectl and run
with the downloaded cluster configuration file. Run kubectl to create the K8s cluster for
command line management, and check whether the K8s cluster created for status verification
is healthy.

mps head -n 10 mykube.yaml

CONTAINE LINT IME
6.3

2.4 Questions for Discussion
When creating a K8s cluster, we use the customization method. Please think about:

1. Do the VM nodes of a custom cluster support other virtualization platforms or physical
servers besides the VMs created on aCloud?

2. In addition to creating the custom cluster, what other cluster types are supported? What
are they under each type?

3. Can the K8s cluster be created with only one server (VM/physical server)? What roles
does the server need to meet in this case?

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 14
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3 Experiment 2: Migrating Applications to a K8s Cluster

3.1 Introduction
3.1.1 About the Experiment

By deploying the LogicalDOC container application on KubeManager, we can migrate
traditional docker applications to a K8s cluster managed by KubeManager.

3.1.2 Purpose

»  Todeploy LogicalDOC DMS - community edition (usually "LogicalDOC CE" for short).
It is a Web-based document management system aiming at effectively managing large
document archives.

+ To find out the configuration and deployment of traditional container applications on
KubeManager.

« To have a rough idea of the steps to migrate applications:

1. Search and download (pull) the container images from hub.docker.com, or build
your own container images.

2. Share images to the built-in registry with docker push.

3. According to the deployment requirements of container images, configure and
deploy the workload on the management interface of KubeManager.

4. Publish services and access container applications.
3.2 Steps
3.2.1 Preparation of Container Images

Step 1: Enter https://hub.docker.com/ in the browser and search for the image logicaldoc-ce-
docker.

& X # hub. docker. com

Pull rate limits for certain users are being introduced to Dockg

vdockerhub Q |ogicaldoc-ce-docker]

logicaldoc/logicaldoc-ce-docker

Step 2: Copy the download address of the image.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 15
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Pull rate limits for cartain users are baing introducad to Dockar Hub starting November 2nd. Laarm more

) S

logicaldoc/logicaldoc-ce-docker % & pulls 502

Docker Pull Command

+ Where to get help: the

Owner

o Where to file issuec |

Step 3: On a VM with docker, run the docker pull command to download the image.

Ljp@dev:~% docker pull logicaldoc/logicaldoc-ce-docker
Using default tag: latest
latest: Pulling from logicaldoc/logicaldoc-ce-docker
3 : Downloading [=> 1 1.473MB/48.3MB
>43: Download complete
: Download complete
Download complete
Download complete
Download complete
Download complete
Downloading [=—=> 1 10.71MB/262.1MB
Download complete
82: Download complete
: Download complete
: Download complete
: Download complete
: Downloading [ = ] B8.016MB/55.62MB
- Waiting
: Waiting
: Waiting

Step 4: Run the docker tag command to create the container and tag referencing the built-in
registry.

docker tag logicaldoc/logicaldoc-ce-docker: latest 10.113.85.156/library/logicaldoc-ce-docker:
latest

Where, 10.113.85.156 is the Harbor VIP address.
Step 5: Run the docker push command to push the container image to the built-in registry.

You may encounter the error message "Get https://ip/v2/: x509: certificate signed by unknown
authority” when running the docker push command. This is because the registry uses the
self-signed SSH license of HTTP or HTTPS. You must ensure that the docker configuration
meets the insecure configuration requirements.

You must log in to the system (docker login) to push images to the registry with docker push.
»  Configuration and login of docker insecure

sudo mkdir -p /etc/docker/certs.d/10.113.85.156

sudo curl -KL https://10.113.85.156/api/systeminfo/getcert\

-0 /etc/docker/certs.d/10.113.85.156/ca.crt

docker login -u admin 10.113.85.156 # Enter password as prompted

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 16
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:~% sudo mkdir -p /etc/docker/certs.d/10.113.85.156
sword for ljp:
~4 sudo curl -kL https://10.113.85.156/api/systeminfo/getcert \
-0 fetc/docker/certs.d/10.113.85.156/ca.crt
% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
1094 100 1094 0 0 133k 0 --z--:1-- -- -:--:-- 133k
ljp@dev:~¢ docker login -u admin 10.113.85.156 # R iE4R =
Password:
ARNING! Your password will be stored unencrypted in /home/1ljp/.docker/config.json.
Configure a credential helper to remove this warning. See
https://docs.docker.com/engine/reference/commandline/login/#credentials-store

Login Succeeded
Ljp@dev:~$

*  Run the docker push command to push images to the built-in registry.
docker push 10.113.85.156/library/logicaldoc-ce-docker: latest

56/ library/logicaldoc-ce-docker:latest
-docker]

>]

153.4MB/575.7MB

114MB/143.7MB
3/16 . 36MB

Waiting

3.2.2 Creating Workload

Step 0: Know the parameters to be customized or configured according to the image

description document of the container application.

& C @ hub. docker. com/r/logicaldoc/logicaldoc—ce—docker

wikipedia.org/wiki/LogicalDOC

L ; DOCUMENT MANAGEMENT SYSTEM

How to use this image

Start a LogicalDOC DMS instance

With Docker properly installed, proceed to download the LogicalDOC DMS image using the command:
$ docker pull logicaldoc/logicaldoc-ce-docker

Simple start
$ docker run -d --name logicaldoc-dms -p 8880:8080 --link mysql-1d logicaldoc/logicaldoc-ce-docker

Note: the first start could be long, to get a better idea of when it ends it might be easier to start the process without

the -d option

Step 1: Select the "Clusters” and "Projects™ in the upper left corner of the interface. Click

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd
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"Project”. The "Workload" on the Resource interface is displayed.

Q)znq'm KubeManager Global = Clusters Apps Users Settings Security Tools @engich - (Y Delon s

test!

Step 2: Click "Deploy".
Q‘.F\nq'm'l( ibeManager . Apps Namespaces Members Tools @ English - n N

3.2.3 Workload Configuration
Q) sengfor KubeManager - @ AP Namespa Member T @: B+ L

LQL‘JJ(?‘:J&

Step 1: Configure the name.
Step 2: Add a short description of the configuration application (optional).
Step 3: Select and configure the K8s pod workload type and use deployment.

Step 4: Select the namespace in which the application will be deployed in the project. You
may also create a new namespace. In K8s, the namespace is used for application isolation
management.

Step 5: Configure the image address of the application (10.113.85.156/library/logicaldoc-ce-
Docker: latest) in "Docker Image™.

How to obtain the image address?
1. Enter HARBOR VIP in the browser and search for the image.
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& > € A FE% | 10.118. 85. 156/harbor/sign-in?redirect_url=42FharboriZFprojects LA B o :

Harbor

Harbor

Username

Password

[_] Remember me Forgot password

More info_.

2. Copy the image address.

€ > C A T34 | 10.113.85. 166/harbor/tags/1/1ibrary%2Fsangforpaask2Fnginx T I,h B » e H

Harbor

Projects< Repositories
library/sangforpaas/nginx

Info Images

[] COPY DIGEST ADD LABELS [ RETAG Ql|c
) Tag * size v z:lrlnmand Vulnerabilities Author ?i':‘:““" \'?,:‘rs';s; r Labels Pus
[ 117.4-alpine 8.27MB 0 NGINX Docker Maintainers <docker-maint@nginx.com>  10222/19: 18.061-ce i
1-TofTitems
3. Paste the image address and configure the docker image.
Docker Image *
10.113.85.156/library/sangforpaas/nginx:117 4-alpine

3.2.4 Network Port Settings

Step 1: Select the Resource interface of the project and click "Load Balancing™. Currently,
you cannot add L4 load balancing since you have not configured the network port. Click "IP
Config" to configure it.
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Step 2. On the "IP Config" interface, check "Enabled"” for "High-Availability IP" and
configure "VIP".

Q) sengfor KubeManager ccd - 15t lodes Stor Projects/Namespace @ @cnaich - ) veiost 2

1. Configure the network port VIP.
2. Add the hosts and select two worker nodes. Click "Save".
3.2.5 Publishing of L4 Services

Step 1: Select the Resource interface of the project. Click "Load Balancing™” and click "Add
Ingress".

Q) sangfor KubeManager ced ¢ . @ Apps Namespaces Members Tools @ccin - Poer

Workloads oad Balanc Service Discovery

Step 2: Configure L4 load balancing.

According to the usage document of the container application, the container exposes port
8080. Therefore, we have the following configuration:

Q) sengfor KubeManager < - Ap Namespa . s T [ RN » I
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Configuration Description

Name Name of L4 load balancing

Type Choose L4 type (TCP or UDP)

Monitoring Port The port used to monitor the host

Service/Workload If you select Workload, you need to manually configure the container port; if
you select Service, just select a port.

Container Port The port used to monitor actual container applications

Step 3: On the Load Balancing interface, click the copy button of the target. Check whether
the application can be accessed through the browser.

Q:’mgm KubeManager - Resources Ap Namespaces Members Tool @ - ﬂ fouit A

g_ Jenkins

& peor Welcome to Jenkins!
| Create an agent o configure a cloud 1o set up distrbutes bulds Leam more

I venv | Create a job 1o start building your softwars projact

1. Click the copy button of the target.
2. Enter the access address in the browser. The container application can be accessed.

3.3 Verification

1. In the container application pod, click "More" and go to "View Logs". Check whether
container application logs are generated and whether the application is normally started.

qu-u;m KubeManager | B Apr . ! A T @ - 0

E

o

Y
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3.4 Questions for Discussion
When migrating container applications, think about:

1. In addition to the deployment of traditional container applications, what other benefits
does KubeManager provides, compared with the direct operation mode of docker (in
terms of monitoring, logs, O&M, distributed scheduling, and reliability)?

Docker applications use local storage. How is the storage used on K8s?
Docker's containers apply port mapping. How is K8s configured for service publishing?

How are the docker's environment variables configured on K8s?
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4 Experiment 3: K8s Storage Configuration and Use

4.1 Introduction
4.1.1 About the Experiment

In this experiment, the iSCSI storage server is configured on aCloud for external servers to
persist and store data using K8s. By creating a storage class in a K8s cluster, we can dock
with the aSAN storage plug-in, thus facilitating the cluster's monitoring, logs, and
applications using iSCSI virtual storage resources on aCloud through PV- or PVC-referenced
storage class.

4.1.2 Purpose

+ To find out how to configure the iSCSI storage server on aCloud, and how to configure
storage for and use K8s clusters through KubeManager

+  To know the PV, PVC, and SC concepts of K8s®

» To understand that the monitoring, log, and load balancing of K8s clusters can realize
data persistence with storage classes

»  To know the steps of configuring Sangfor aSAN storage:

Check the storage and security correlation authorization of aCloud on SCP.

Enable port 4433 on the aCloud cluster and configure the PaaS correlation account.
Configure the virtual iISCSI server in the aCloud cluster.

Configure a storage server on KubeManager.

Configure a storage class on KubeManager.

o 0k~ w D P

In the Workload page, configure to have the PVC correlated with a storage class, in
order to use the storage.

4.2 Steps
4.2.1 Checking Infrastructure License

Step 1: On the "Serial Number” page of the SCP management interface, click "Cluster
License" to edit the license of the cluster. Make sure that both the "Storage Virtualization
(@SAN)™" and "Security Correlation (aSI)" are configured.

8For more details, see Persistent \Volumes, Storage Classes, and Dynamic \Volume Provisioning on the official site.
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&« C A 3% | 10.132. 11. 35:4430/#/modmanage/index?nanage=set t ingdsysten-set t ing=cluster—authksecuri ty=account&business=host -3 g =r.n - e H

Edit Licensing

* CDP

corels) CDP Protected Vi:

* aHM

core(s) VMware Backed-up VM:

Distributed Firewall Activated VMware vCenter: Activated

Monitoring: Activated

core(s) B core(s)

+ aSl (Security Integration)

Licensing

4.2.2 aCloud Cluster Storage Configuration

Step 1: In the SCP cluster, log in to the correct aCloud cluster. On the system management
interface, click "Port Management™ and enable port 4433.

< ¢ A T2 | 10.192. 11 11/#/nod-setting/port-service/index T BN o :

admin
Super Admin

»
‘:f‘;. Sl (2 (E] Home Compute Networking Storage Nodes Reliability

System > Port Management
C Refresh
Service Port Protocol Description Status
Haost discovery 4099 udp Port for new node discovery that aims to discover nodes with Sangfor HC installed
VM migration 7001-7019 tep Port for VM migration within a cluster or across clusters. It will be automatically enabled after ..
P2V migration 4000-4010,10809-10900 tepiudp Port for processing migration requests and transmit data during executing P2V tasks

Samba 139,445 tep Port for management of Samba shared directories

Correlated security service 4433 tep Port providing an APl gateway for correlated security services

SNMP Service 161 udp Administrator can knew running physical resources via SNMP service, which requires a dedic
Remote technical support 22 tep Port for remote technical sUpport regarding remote diagnostics, troubleshooting and recovery. .
ViMware VM console proxy tep Port for access o admin console of Viiware aCenter virtual machine

iscsi tep Port for external access to storage based on iSC8| virtual disks and shared disks, iSCSI prot.
Access to web admin console of the virtual networ. tep Fort for web access to admin console of virual network device and protected by Sangfor-WAF

‘Web access to HCI admin console tep Port for web access to HCI admin console

B community

Step 2: In the aCloud cluster, click "Add Service Account”" on the system management
interface. Create a PaaS-correlated account and take down the username and password. You
will configure the "'storage server" for the K8s cluster using this account.

1. Account name
2. Choose PAAS for "Correlated product”
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3. Only check Storage for "Enable services"

&« C A TE4 | 10132 11 11/2/mod-setting/sdk-service/index 4 =r.u B » e H

Add New Account

Account Name:  paas 1

Description: paas account

Fassword:

Confirm
Password:

Correlated Pass (2
Platform:

Permissionss B Al (8
Virtual machine Cluster Network Disk

Recycle Bin Virtual Storage

“ Cancel

Step 3: In the aCloud cluster, on the Virtual Storage interface, click "iSCSI Virtual Disks" ->
"iSCSI Server".

Step 4. Configure iSCSI authentication and the access IP address, and take down the
following information:

1. Configure iSCSI Auth
2. Configure Access IP
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Configure iISCSI Server (VirtualDatastore1) X

||

Target Name Prefix: ign.2015-08.21130211.com.sangfor.asan

CHAP Username: admin

CHAP Password

Confirm Password:
Config Item Configuration Description
Name of storage Virtual Storage Name of the virtual storage volume, used to configure aSAN
volume Volume 1 storage class
Target Prefix - "ign", used to configure aSAN storage class
CHAP Username  admin Username of iSCSI CHAP, used to configure aSAN storage class

CHAP Password -

External Network -
Port

Access IP 10.113.66.171

Subnet Mask -
Virtual IP Pool -

Password of iISCSI CHAP, used to configure aSAN storage class

Network port for iSCSI storage traffic, configured as management
network or storage network (recommended)

A KB8s node accesses virtual iSCSI via the access IP address.
Please ensure that the cluster node and the access IP° network are
available for configuring the aSAN storage

Subnet mask of the access IP address

The system allocates a virtual IP address in the virtual IP pool for
each host. After accessing via the access IP address, all external
hosts will be evenly redirected to the respective virtual IP
addresses of different hosts.

4.2.3 Configuration of K8s Cluster Storage Server

Step 1: Select the cluster and then click the "Storage Server" under "Storage™ to go to the

interface of the storage server list.

9The storage network is recommended for the production environment. The K8s cluster node creates a NIC separately
for storage traffics and configures a storage IP address for communication with the access IP address.
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Q) sangfor KubeManager ocal - Cluster M Projects/Namespa Member @enoin - R osta

Step 2: Click "Add Storage Server" and then configure the storage server according to Adding
Service Account to aCloud Cluster in the previous section.

Qslwgm KubeManager local + lustes Noce Storage P fNamesg Member @ cralch - n efoult Ach

= -
Config Item Configuration Description

Name aSAN1 Configure the name of the storage server

Type Sangfor aSAN Select the type of storage service provider
Gateway IP https://10.113.66.11:4433 The aCloud cluster IP address and the 4433 port
Authenticated User  paas Partner service, Paa$S correlation account

User Auth Password - Partner service, PaaS correlation password

4.2.4 Configuration of K8s Cluster Storage Class

Step 1: Select the cluster and then click the "Storage Class" under "Storage" to go to the
interface of the storage class list.

Step 2: Click "Add Storage Class™ and then add a storage class according to Configuring
aCloud Virtual iSCSI Server in the previous section.
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Config Item Configuration Description

Name asan-scl Configure the storage class name

Description - A brief description of the storage class

Provider Sangfor aSAN Select the storage plug-in

Storage Server aSAN1 Select the storage server configured in the previous

Name of
volume

storage

Access IP

ION
File System Type
Storage Policy Name

Storage Pre-

Allocation

Space

Accessible Hosts

CHAP Auth Username
CHAP Auth Password
Deallocation Policy
Mounting Options

Virtual Storage Volume
1

10.113.66.171:3260

ext4

Enabled

Allow all hosts to

access
admin

4.2.5 Use of K8s Application Storage

section

See the storage volume name in Configuring iSCSI
Server

See the access IP address in Configuring iSCSI
Server

See the Target prefix in Configuring iSCSI Server
Currently, only ext4 is available
Optional; can be left blank

Pre-allocation will occupy more storage space while
promoting the performance of the hard disk; if this
item is disabled, space will be occupied based on the
actual data. That is, space will be allocated in an on-
demand manner.

Configure the K8s hosts that are allowed to access the
storage class

See the CHAP user in Configuring iSCSI Server

See the CHAP password in Configuring iSCSI Server
Deallocation policy of the K8s storage class
Mounting options supported by the mount command

Step 1. Select "Clusters" and "Projects” in the upper left corner of the interface. Click
"Project” to go to the Volumes page on the Resources interface and then click "Add Volume™.

Q:"\rjlm KubeManager

Step 2: Click "Create™ to add a PVC.
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1. Configure P\VVC name

2. Select the namespace to create the PVC

3. Select the storage class used by the PVC
4. Configure the storage capacity of the PVC

Step 3: Select "Clusters" and "Projects" in the upper left corner of the interface. Click
"Project” to go to the Workloads page on the Resources interface and then click "Deploy".

QY sengfor KubeManager ced / - Apps Namespaces Members Tools [ECCR
Y - |

Step 4: Basic workload configuration
Qﬁanc_«or KubeManager ced - App lamespaces Tools [T ¢ E

Deploy Workload

oOme e

1. Configure the name.
2. Select to configure the workload type of the K8s pod, i.e., pod controller type.

3. Docker Image: Configure the image address of the application, which can be
searched in the Harbor VIP built-in registry.

4. Select the namespace of the project where the application will be deployed. You may
also create a new namespace.

5. Configure the data volume
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(@) Click "Add Volume™ and select "Use an existing persistent volume(claim)".
(b) Configure the volume name.
(c) Select the PVVC created in Step 2.
(d) Configure the path for mounting the container.
4.3 Verification

Step 1: On the interface, select "Cluster” and "System Project”. On the "Resource" ->
"Workload" interface, check whether the workload of namespace cattle-system-provisioner
is working normally.

< C A A% | 10.113. 85. 155/p/c—zk8h7 : p—gkrhr/workloads T =’h B » e H
D Red | t + We
o state Name Image scale
O » [Acke prometheus-operator-menitaring-operator & 10.113 85 156/ library/ sangforpaas/ coreos-prometheus-operator v0 320

Namespace: cattle-sangfor-logging

— =1 10.113.85.156/ library/ sangforpaas/ elasticsearch-elasticsearch:7.3.0 + 1 image...
O » [Active elasticsearch-master-cluster-sangfor-logging 5 e/lierary/ssngrore : 9

O » | Actve kibana-cluster-sangfor-logging & 4C"“385155"!t"-a‘”’"’:mg‘:r’:'awH:J M‘_’K'E‘P ne 1imags

- 101385 156/ library/sangforpaas/log-pilot-fluentdHlatest
0O » Active log-pilot-cluster-sangfor-logging @ 0.113.85.156, Ik.l ry/sangforpaas/log-pilot-fluentda

n 10.11385 156/ library/ sangforpaas/kube ger-a 33
O » [Adwe cattle-cluster-agent & 0.113 85 156/ library/sangforpaas/ kubemanager-agentv2
O » [Adwe cattle-node-agent @ 10.113 85 156/ library/ sangforpaas/kubemanager-agentv2 3.3
O » [Adwe kube-api-auth @ 10.113 85 156/ library/ sangforpaas/ kube-api-authv013

Namespace: cattle-system-provisioner

o » s-csi-provisioner @ 10.113.85.156/ ibrary/ sangforpaas/ csi-node-driver-registrarvi 20 + 1image
s-csi-provisioner @ ; : A
= 10.113.85.156/ ibrary/ sangforpaas/csi-attachervl 21 + 1 ima
O » csi-provisioner-attacher & 011283 156/lrary/sangforpass/ csi-sttachervi 21+ 1 image
O » < s provisioner-pr 10.113.85.156/ library/ sangforpaas/csi-provisionervi 22 + 1 image

Step 2: Check PVC. By creating a PVC, the Sangfor aSAN storage plug-in calls the storage
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volume to create a PV starting with "pvc" for dynamic provisioning.

Step 3: Click "Workloads" -> "Execute Shell" and run the df command, to check whether the
workload has correctly mounted the storage to the container directory.

QE"\;:(& KubeManage! ccd - Resources . T @cngisn - () veteut &

mYwoUN

As shown in the figure, by running the df command, you can see the storage configured
through the data volume. The storage plug-in automatically creates an iSCSI disk on the
aCloud platform, formats the disk, and then mounts it into the K8s node. Finally, the storage
plug-in mounts the disk into container path /mydata through a bind mount.

4.4 Questions for Discussion
When using the K8s cluster storage, think about:
1. What other storage plug-ins are supported, in addition to Sangfor aSAN?

2. The K8s applies container technology and the container only adopts local bind
mounts to map and use directories. What is responsible for creating volumes when a
storage plug-in is being used? Is the disk attached, formatted, mounted, and then
bind-mounted to the container?

3. The workload of Sangfor aSAN in namespace cattle-system-provisioner in a cluster
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is normally deployed but the related PVC for storage remains pending. Which
storage class configuration and docking configuration items of Sangfor aSAN are

abnormal?

4. PVs and SCs™ are cluster resources, whereas PVCs are namespace resources. How
does a PVC reference an SC to automatically create a PV and then use the storage?

5. Isthe SC editable? If a PVC or PV reference an SC, can the SC be deleted?
6. Why is the option for setting the default storage class available for clusters?

10 SC (storageClass) stands for storage class and PV for persistent volume.
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5 Experiment 4: Enabling K8s Cluster Monitoring

5.1 Introduction
5.1.1 About the Experiment

This experiment enables monitoring in a K8s cluster to monitor and display real-time
indicators of the cluster. Users can view real-time monitoring data and event messages from
the cluster perspective.

5.1.2 Purpose

« To find out how to view monitoring indicators of a cluster and workloads, which will
provide a basis for procedure optimization and be used for analyzing real-time service
workloads.

5.2 Steps
5.2.1 Enabling Cluster Monitoring

Step 1: On the cluster interface, click "Cluster Name" to go to the cluster dashboard. Click
"Enable Monitoring to see live metrics" to go to the "Cluster Monitoring Configuration”
interface.

err‘"ﬁm KubeManager Cluster Nod Projects/Namespace Memt @ cngich + () oetout 29

s B kubecontig Fle | 1

7% 6% 16%

Step 2: Cluster Monitoring Configuration
Q) sengfor KubeManager ced - Cluste lodes Storage Projects/Namespaces Mermbe @crgisn - () oo semn (o

milli CPUs
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Config Item

Configuration Description

Monitoring Component Version
Data Storage Duration

Enable Node Exporter

Enable  Persistent  Storage  for
Prometheus

Prometheus CPU Limit

Prometheus CPU Preservation
Prometheus Mem Limit

Prometheus Mem Preservation

Node Exporter CPU Limit

Node Exporter Mem Limit

Node Exporter Host Port

Prometheus Operator Mem Limit
Add Selector

Add Scheduling Tolerance

Enable Persistent Storage for Grafana

5.2.2 Cluster Monitoring Data Persistence
1. Enable persistent storage for Prometheus

2. Enable persistent storage for Grafana

5.3 Verification

0.0.6
12 hours

Yes
Yes

1000m

750m
1000M
750M
200m
200M
9796
500M

Yes

Monitoring Component Version

Duration for monitoring data persistence, which
can be set

based on the compliance requirement
Whether to enable Node Exporter

Whether to persist monitoring data to prevent
data loss in case the monitoring pod crashed

CPU limit; more resources will be allocated if
there are more carried services, to ensure stable
operation

CPU request related to scheduling
mem limit

mem request

CPU limit

mem limit

Node Exporter Host Port

mem limit

Step 1: On the interface, select "Cluster" and "System Project”. On the "Resource" ->
"Workload" interface, check whether the workload of namespace cattle-prometheus is

working normally.
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&« C A ¥4 | 10.113. 85. 166/p/c—zk8hT : p-gkrhr/workloads b+ Ih B » e H
. Sangfor

KubeManager prod-clu._ / System ~ Apps Namespaces Members Tools @ english ~ 0. Default Admin ( admin }

(D)  This is the system project which has all Kubernstes and KubeMsnager system nsmespaces Changes made to resources in the system project may harm the cluster

Workloads Load Balancing Service Discovery Volumes Q ey B SangforLogging Import YAML Deploy

) Redeplo Il Fause Orchestration ¥ Download i Ml pelete

(] State Name & Image

Namespace: cattle-keepalived

10.113.85.156/ library/ sangforpaas/kube-keepalived-vip-0.1
O » [Actie kube-keepalived-vip @ 10113 80 Boribrsry] sangiorpaas/ kube-kespalvectyi

Namespace: cattle-prometheus

10.113.85.156/ library/ sangforpaas/ coreos-kube-state-metricsv18.0
O » [Actie exporter-kube-state-clustar-monitoring & st LAy E s S

— = 10.113.85.156/ ingforpaas/prom-node-exporterv0.17.0
O » [Active exporter-node-cluster-monitoring & s e 1grerpass/prom-node-Sxp

— I3 10.113.85.156/ ingforpaas/grafana-grafana:6.3.6 + 3 images
O » [Active grafana-cluster-monitoring & SrorpazsgraTana-grars J

) = 10.113.85.156/
O » [Acte prometheus-cluster-monitoring &

ingforpaas/prom-prometheusv211.1 + 4 images

- 10.113.85.156/library/ sangforpaas/ coreos-prometheus-operator vo 320
O » Active prometheus-operator-monitoring-operator & - [ p I ,____p__ N F <

Step 2: After enabling monitoring, wait for 2-3 minutes and then click "Cluster Name" on the

cluster interface to go to the cluster dashboard. On the dashboard, check whether there is real-
time monitoring data.

= - 6 v e 5 7

09:3111-18
Read(112-4cb01b) : 0 Kbps.
® Write(112-4cb01b) : 513 Kbps:

Step 3: On the cluster interface, click "Cluster Name" to go to the cluster dashboard. Then

click "More" on the upper right corner of the interface and see if there is "View Grafana”
from which you can enter the Grafana Monitoring interface.
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& C A T4 | 10.115.85.155/c/c= nitoring w hE N e :

iﬁgﬁiﬁgnager prod-cluster! = Nodes  Storage  Projects/Namespaces  Members  Tools @ tnglish = 0 Default Admin ( admin

Execute kubsctl Commands B «ubeconfig File E
¢ Edi

Dashboard: prod-cluster1 Ed

m TS kes R

Custom v1.16.13 1147,

Cluster Metrics

Step 4: Go to the Grafana interface to view the cluster's real-time indicators. Set the refresh
time to 5 s and check whether the monitoring data is updated.

s © (A TR | 10,115 85, 155/k8s  clusters/c—bi/api /v /anespaces/sattLeprosetheus/ sexvices/http: sconas-grefens: 80/ proxy/d dc phpik/clustertorgldritreizeakGs B %) By @ % e o0

Total usage

Usod Total

11.68 GiB 507.34 GiB

5.4 Questions for Discussion
When enabling the cluster monitoring, think about:

1. What other things need to be monitored, in addition to the cluster? What other
workloads need to be monitored, in addition to the K8s cluster's basic components
and VMs?

2. Are service monitoring and health inspection of workloads related to monitoring?
How does K8s realize service monitoring?

3. s it feasible to not configure storage for cluster monitoring? What are the risks of
monitoring non-persistent storage in the production environment?

4. What can you do if monitoring data is available for workloads? HPA?
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6 Experiment 5: Enabling K8s Cluster Logs

6.1 Introduction
6.1.1 About the Experiment

With cluster logs enabled, Load Balancing deployment can collect standard logs or file path
logs, implement persistent data storage, and troubleshoot and analyze problems by log
retrieval on the interface.

6.1.2 Purpose

« To find out the methods of collection, persistence configuration, and retrieval of
workload logs

6.2 Steps
6.2.1 Enabling Cluster Logs

Step 1: On the cluster interface, click "Cluster Name", move the mouse cursor to "Tools" and
then click "Logging" to go to the Cluster Log Collection interface.

Y sengfor KubeManager : : /1 e ! Tor @ - €}

Step 2: Click "SangforLogging”, configure log collection, and enable persistent storage.
Retrieval and troubleshooting functions are available on the interface.

Q Sangfor KubeManager il - ) v M @®: - 0
O 5
e splunk §g syslog ) 4
Config Item Configuration Description
Log Component Version 7.3.0 Log Component Version
Kibana Language Simplified Default language on the log inspection interface
Chinese
Enable Shared Storage for Yes To apply centralized storage for log persistence.
SangforLogging If you select "No", a directory will be created

locally and the log data saved on the application
layer is highly available.

CPU Limit 2000m CPU limit
CPU Preservation 1000m CPU request
Mem Limit 3000M Mem limit
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Mem Preservation 2000M1! Mem request
6.2.2 Cluster Log Data Persistence
1. Enable shared storage for SangforLogging

By default, if the shared storage is not enabled for SangforLogging logs, when there are
three or more nodes in a cluster, SangforLogging will use the local storage on the
application layer to ensure high data availability.

6.2.3 Configuring SangforLogging for Workload

Step 1: Select "Clusters" and "Projects" in the upper left corner of the interface. Click
"Project” to go to the Workload page on the Resource interface and then click "Deploy™.

Q Sangfor KubeManager c - Resources Apps espaces fembe Too LR o L

Step 2: Set basic workload configuration and then click "Enable".
QS)r\‘,}f:)l KubeManager ecd - Ar Mamespac M @ cogich - n

Ome e

Erwiranment Varisbles
»

) Node Scheduiing

1. Configure the name.
Select to configure the workload type of the K8s pod, i.e., pod controller type.

3. Docker Image: Configure the image address of the application, which can be searched in
the Harbor VIP built-in registry.

4. Select the namespace of the project where the application will be deployed. You may also
create a new namespace.

5. SangforLogging Log: Enable Standard Log Collection and disable Container File Log
Collection.

6.3 Verification

11 The SangforLogging log component consumes relatively more memory, which is 2 GB by default. When enabling

logs, make sure that there are surplus worker resources for running the log component.
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Step 1: On the interface, select "Cluster” and "System Project”. On the "Resource” ->
"Workload" interface, check whether the workload of namespace cattle-sangfor-logging is
working normally.

& C A TE4 | 10.118. 85. 155/p/c—zk8hT :p-gkrhr/workloads w oip . » e H

Namespace: cattle-sangfor-logging

(] elasticsearch-master-cluster-sangfor-logging B

[m] bana-cluster-sangfor-logging &

Step 2: Access workloads to generate access logs. Log collection by the system is available.
Q) sengfor KubeManage . Name M @ -0

BweouUN

Access to workloads can provide external access to applications and then generate logs by
publishing services.

Here, we simply run a command line in the container to get access and generate container
application logs.

1. Click "Workload" -> "Run Command Line".

2. Run the wget -O- localhost command to simulate access to workloads and the generation
of application logs.

Step 3: Click "Workload" -> "View Logs", and the real-time container logs are displayed.
Confirm the logs generated in Step 2.
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Qs(;nqlm KubeManager i ® B I
Workload j3-jenkins
jenkinsits B Deployment (Ftts
= mp i
5 Pock
+ oo
12 g
» s | |
o '
Event: -
>
£ ve
=
£
>
e
) For

Step 3: On the cluster interface, click "Cluster Name" to go to the cluster dashboard. Then
click "More" on the upper right corner of the interface and see if there is "SangforLogging"
from which you can enter the Kibana Log Retrieval interface.

&« C A T3 | 10.113.85. 155/c/c-zk8hT/menitoring b4 Eh B » e :
&4 Sangfor
I(ubeManager prod-cluster] « Nodes Storage Projects/Namespaces Members Tools @& cnglish - n Default Admin ( admin
Dashboard: prod-cluster = Execute kubectl Commands B Kubeconfig File -
£ Edit
m BT S kes R
© Add Node

() Rotate Certificates
Provider. Custt ubernetes Version: v1.16.13 Created: 11/14/.
! Lstom . N ' & snapshot Now

D Restore Snapshot

B save As SKM Template

2 view in API

56% U% o

86 of 153 GiB Used 31 of 220 U & Go to Grafana
81% W oelet=
7.8 of 97 GiB Reserved \

Memary Pods

Cluster Metrics

Step 4: Create the index mode on the Kibana interface. As shown in the figure, create app-
test* to match logs collected by the log collection system.
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™

. Management = Index patterns &)

= Elasticsearch

Index Management Index paﬁe(mg @ 3 ate index pattern

Index Lifecycle Policies

®

K Rollup Jobs Q

Cross-Cluster Replication EETEk
el Remote Clusters
& Snapshot and Restore Pattern T

License Management

app-teststd®
8 8.0 Upgrade Assistant PP Default 2
) ; Kibana Rows per page: 10
% Index Patterns
aved Objects
5} Spaces
P

Reporting
= Rep: 9

Advanced Settings
J
n
)
@
®

&

Step 5: Click "Discover™ on the Kibana interface to retrieve logs.

< C A T4 | 10.118. 85. 155/k8s/clusters/c-zkBhT/api/vl/namespaces/cattle-sangfor-logzing/services/http:kibana—http-sangfor: 80/proxy/app/kiban G ¢ Ih B » e H
Z B oicowr s
2 hits

New Save Open Share Inspect

®

Filters  wget 1 KQL B v  LlastiSweeks (@ Show dates
s
bl
= 3 + Add filter
&l

Aug 22, 2020 @ 15:43:44.794 - Dec 5, 2020 @ 15:43:44.794 —  Auto ~

Selected fields -
ol
- ?
? _source \-
B Thisfield is present in your 5 1
3
Elasticsearch mapping but not in the o
& 05
Q search on it N 2020-08-30 011
time per day
—  Available fields ] perday
=
o
& oL Time _source
1 _index Ny
- > Mov 19, 2020 @ 16:09:24.729  15g; 127.0.0.1 - - [19/Nov/2022:08:09:24 +0000] "GET / HTTP/1.1" 289 612 "-" "Wget” "-" stream: stdout time: Nov 19, 2020
n
©# score @ 16:09:24.729 host: log-pilot-cluster-sangfor-logging-bdbx9 index: app-t
® cocker_container: KGs_app-Test_app-test-8606b67758-0fChd_a-nsl_2504ce3e-0fd7-4 5-94pe12300FC5_0
W t _type
kBs_container_name: app-test k8s_node_name: work2-109F22 kBs_pod: app-test-86d6b67758-dfchd kBs_pod_namespace: a-nsl
Rt docker container _id: AeaD33UBrm71BZnYAUCS _type: _doc _index: app-teststd-2920.11.19 _score:
t host @ 16:05:31.562
53 2 Mov 19, 2029 @ 16:85:31.562  1ng: 127.8.8.1 - - [19/Mov/2028:85:05:31 +ABAB] "GET / HTTP/1.1" 283 612 *-* “lget” "-* stream: stdout time: Nov 19, 2828
t index @ 16:05:31.562 host: log-pilot-cluster-sangfor-logging-bdbx9 index: app-teststd topic: app-teststd
docker_container: k8s_app-test_app-test-8606b67758-dfchd_a-nsl_2504ce30- bfd7-457c-80d5-94bel2ad0rcs_0
t kBs_container_name
kBs_container_name: app-test k8s_node_name: work2-109F22 kBs_pod: app-test-86d6b67758-dfchd kBs_pod_namespace: a-nsl
t k8s_node_name _id: i0aK33UBrm71BZnYgkvi _type: _doc _index: app-teststd-2020.11.19 _score:
t kBs_pod
t kBs_pod_namespace
t log
t stream
0 time
=
t topic

1. Search keywords.
2. Set time range of logs.

3. Click "Refresh™ to retrieve logs already persisted. Log analysis and troubleshooting
measures are available.

6.4 Questions for Discussion
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When enabling cluster logs, think about:

1. Is the log data reliable, if the SangforLogging log collection system does not use
shared storage? How many worker nodes are needed to achieve reliability?

2. What are the two log types the log system generally collects? How many file paths
can be configured for a workload?

3. Can application logs be viewed through KubeManager when the SangforLogging log
collection system is not enabled? Can logs be persisted and searched?

4. Are there any differences between the logs available from "Workload" -> "View
Logs™ and those collected by SangforLogging log collection? Persistence? Retrieval?
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7 Experiment 6: Creating a K8s Application

7.1 Introduction
7.1.1 About the Experiment

1. By creating a project, a namespace, and a workload, as well as using the fine-grained
configuration, on the interface, this experiment successfully deploys a workload and
realizes real-time full-lifecycle management of workloads on the interface.

2. By configuring load balancing, this experiment publishes services of applications and
allows external access to K8s applications.

7.1.2 Purpose
1. Workload deployment
« To find out the method for KubeManager to deploy K8s workloads

«  To know and understand how KubeManager deploys container applications provided
by open-source communities

* To understand KubeManager's management over the workload lifecycle and the
O&M it provides

» To find out the YAML configuration standard of K8s Load Balancing, including K8s
parameters and the specific parameters related to the container'?, and to find out the
configuration conversion for migration from a traditional container to the K8s

2. Service publishing
« To find out the method to configure network ports
« To find out how to configure service publishing for L4 load balancing

« Tofind out the service types in the K8s and how to use L7 or L4 to publish services,
thereby realizing access to north-south traffics of services

7.2 Steps
7.2.1 Project Creation

Step 1: On the cluster interface, click "Cluster Name" to go to the cluster dashboard. Click
"Projects/Namespaces” to go to the "Projects/Namespaces List" interface and then click "Add
Project".

12 OCI Runtime Specification
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Step 2: Add a project.
Q Sangfor KubeManager

Add Project

Config Item Description

Project Name Name of the project

Description A brief description of the project

Add Member Configure users allowed to access resources in the project and user
permissions, to provide users the permission to use the project

Add Quota Configure the amount of resources the project can use. This item allows for

Default CPU Limit for
Container

Default CPU Preservation
for Container

Default Mem Limit for
Container

Default Mem Preservation
for Container

Comment/Tag

the configuration of resource allocation and limit; there will be no limit if it
is not configured

Default value of the CPU limit for applications deployed under this item;
there will be no limit if it is not configured

Default value of CPU requests for applications deployed under this item;
there will be no limit if it is not configured

Default value of mem limit for applications deployed under this item; there
will be no limit if it is not configured

Default value of mem requests for applications deployed under this item;
there will be no limit if it is not configured

Projects are also a type of resources; you may add tags or comments to
projects

7.2.2 Adding a Namespace

Step 1: On the cluster interface, click "Cluster Name" to go to the cluster dashboard. Click
"Projects/Namespaces” to go to the "Projects/Namespaces List" interface, find the project, and
then click "Add Namespace".

Q) sangfor KubeManage:

Step 2: Add a namespace.
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Q Sangfor KubeManager ocal « Cluste Nodes Storage Projects/Namespaces Memiers To @ nolen v ﬂ 1

=
Config Item Description
Name Name of the namespace
Description A brief description of the namespace
Project The project to which the namespace belongs

Default Limit for Container  Default resource limit for the container deployed under the namespace;
there will be no limit if it is not configured

Tag/Comment Namespaces are also a type of K8s resources; adding tags or comments to
resources is supported

7.2.3 Creating Workload

Step 1: Select the "Clusters” and "Projects™ in the upper left corner of the interface. Click
"Project”. The "Workloads" on the Resource interface is displayed.

€ sengfor KubeManager Global Clusters A Jse ting Security T @®: Y o I

Step 2: Click "Deploy".
Q Sangfor KubeManager ced £ -

7.2.4 Basic Workload Configuration
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Step 1: Configure the name.

Step 2: Add a short description of the configuration application (optional).

Step 3: Select to configure the workload type of the K8s pod, i.e., pod controller type.

Deployment

Introduction: Deployment is most commonly used by K8s to deploy stateless
applications. Combined with other parameters and copies configured on the interface,
K8s describes the target state in the Deployment. The Deployment controller
changes the actual state of deployed applications into the expected state at the
controlled rate, i.e., making them run in the expected state.

Application scenario: You may search for various types of application images
available on the market, including those provided by open-source communities, on
https://hub.docker.com/. For typical images, such as DNS service image,
OpenLDAP image, and Gitlab image, if K8s deployment mode is not available, they
can generally run container applications by means of Deployment, which is a
common method.

DaemonSet

Introduction: It is used to deploy a pod on each host. DaemonSet ensures that the
copies of only one Pod are running on all (or some) nodes. A new pod will be
created for each new node added into a cluster, and whenever a node is removed
from the cluster, the corresponding pod will be deallocated. Deleting DaemonSet
will delete all Pods it has created. Using the DaemonSet controller to create
resources will run a Pod on each Node, such as log collection. Since the Pod is
running on different nodes, each node must have a Pod for collecting logs. This is
when DaemonSet can be used.

Application scenario:

— To run a cluster Daemon on each node. For example, run glusterd or ceph on
each node.

— Torun alog collection Daemon on each node, such as fluentd or logstash.

— To run a monitoring Daemon on each node, such as Prometheus Node
Exporter or collectd.

StatefulSet
Introduction: It is used for the deployment of stateful applications. StatefulSet is
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used to manage the workload API objects of such applications. The Deployment and
DaemonSet noted previously are for stateless applications. In reality, however, many
services are stateful, such as MySQL cluster, MongoDB cluster, and ZK cluster.
Most of them have the following characteristics:

— Every node has a fixed ID, through which members in a cluster can find and
communicate with each other.

— The cluster scale is relatively fixed and cannot be changed arbitrarily.

— Each node in the cluster is stateful and typically persists data to the permanent
storage.

— If the disk crashes, a node in the cluster cannot run normally and cluster
functions will be impaired.

« Job

Introduction: It is used for running Pods simultaneously. The Job creates one or
multiple Pods and ensures that a specified number of Pods are successfully
terminated. When the Pods are successfully terminated, the Job tracks and records
the number of successful Pods. The Job ends once the threshold of successful Pods is
reached. Deleting the Job will clear all Pods it has created.

Application scenario: A simple application scenario is to create a Job object to keep
running a Pod in a reliable manner until the Pod is completed. When a Pod fails or is
deleted (for example, because of a node hardware malfunction or reboot), the Job
object will enable a new Pod. The Job can also run multiple Pods in a parallel way.

« CronJob

Introduction: It is used for running Pods at a specified time. A CronJob object is like
a line in a crontab (cron table) file. It is written in the Cron format and periodically
implements Job at a given scheduling time.

Application scenario: CronJobs are useful for creating periodic and repetitive tasks,
such as data backup or email sending. They can also be used to schedule the
implementation of independent tasks at a specified time, for example, implementing
a Job when a cluster seems to be very idle.

Step 4: Select the namespace in which the application will be deployed in the project. You
may also create a new namespace. In K8s, the namespace is used for application isolation
management.

Step 5: Configure the application image address for "Docker Image™, following this format:
REPOSITORY[:TAG|@DIGEST] (for example,
10.113.85.156/library/sangforpaas/nginx:1.17.4@sha256:f3f1...5458). Here, TAG and
@DIGEST are optional. For example, you may just configure the address as
10.113.85.156/library/sangforpaas/nginx. The default tag is "latest” and digest is optional.

"Docker Image" is an image configuration entrance. Any image address consistent with the
above format is supported®®. By default, Docker Hub is used. In a private cloud scenario, the

13 For the Docker Image address, it should be noted that by default, the docker pull image requires the registry to
provide REPOSITORY, an HTTPS carrying an authentic SSL license. If the Docker Image is a self-built registry, the address
may be an HTTP or may use HTTPS' self-signed SSL license. It is required to ensure that the docker configuration of all
nodes in the K8s cluster can meet the docker's insecure configuration requirements.
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internal registry'* is typically used for LAN communication. For application creation, K8s
automatically pulls images according to the docker image address, before enabling workloads.

If the docker image uses the built-in registry, the steps for retrieving images are as follows:

1. Enter HARBOR VIP in the browser and search for the image.

C A Feel 101

Harbor

2. Copy the image address.

& C A TF4 | 10.113. 85. 156/harbor/tags/1/library#2FsangforpaaskaFnginx w o ih e » e H

UnAuthorize LOG IN

Harbor Q sh About

Iib:r%r}?é&:}wgforpaas/mginx

Images

Qjc
Tag Size ?:glr‘rmand Vulnerabilities Author (T:r:qimn e:::s: Labels Pus
117 4-alpine 827MB E (Nat scanned ) NGINX Docker Maintainers <docker-maint@nginx.com:> 390’521\',3 18.06.1-ce 21;
I |docker pull 10.113.85. 156/ 1ibr ary/ sangforpaas/nginc: 1. 17 4-alpine|
1-10of litems
3. Paste the image address and configure the docker image.
10.113.85.156/library/sangforpaas/nginx:117 4-alpine

The basic workload configurations include the required configuration items for deploying
workloads. Others are optional configuration items. Load Balancing supports fully fine-

14 When the KubeManager is deployed, there will be a highly available built-in registry. Application deployment on

the LAN generally pushes the image of the application to be deployed to the built-in registry and then configures the internal
Docker Image address. The default address of the built-in registry is Harbor VIP.
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grained K8s configuration. Most other configurations can be customized according to the
application, such as environment variables, log configuration, and storage configuration. This
is also critical for considering how to configure original special image configurations on the
platform during application migration.

7.2.5 Configuring Port Mapping

The port mapping is configured with the K8s service. By the service or port mapping,
applications in a K8s cluster or external access applications can communicate with each other,
and the network service abstract method provided by K8s for applications is available. Port
mapping is an optional configuration. Application deployment and service publishing can be
decoupled. Configuring service publishing after Load Balancing deployment can realize
access to applications (see 3.2.5).

7.2.6 Configuring SangforLogging

When SangforLogging enables log collection, Load Balancing can configure log collection.
The log service only supports collecting container logs on the Worker role node.

SangforLogging

v

@ Enable ) Disable

@ Enable ( Disable

+  Add Path

Config Item Configuration Description

Standard Log Enabled The standard output of the container, which is

Collection automatically collected and persisted by the log
collection system for retrieval

Container File Log Disabled Can be enabled when a container application has file

Collection logs. By configuring the log path, the collection
system automatically collects and persists logs for
retrieval.

7.2.7 Configuring Environment Variables

The setting of environment variables visible in the container, including values injected by
other resources (e.g., ciphertext); a way for applications to inject data. Container applications
can configure environment variables by means of key values to complete the application
environment configuration. The environment variables configured on the K8s will ultimately
construct operating container environment variables by enabling kubelet, thereby injecting
environment variables.
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= Add From Source

7.2.8 Configuring Host Scheduling

The configuration of the host scheduling rule corresponding to Pods. When Load Balancing is
running in a distributed K8s cluster, the pod host scheduling can be done based on the
selected host or flexibly based on the tag matching rule of K8s by conducting scheduler
computation.

N Sched
 Node Scheduling

Run all pods for this workload on a specific nods

® Automatically pick nodes for each pod matching scheduling rules

4+ Add Rule Add Custom Rule = Add Rule Add Custom Rule
& Add Rule Add Custom Rule

7.2.9 Configuring Health Inspection

The configuration of periodic requests from the kubelet to the container, in order to inspect
the latter's health. The kubelet conducts a health inspection (survival detector) to know when
to reboot the container. A probe is a regular diagnosis implemented by the kubelet for the
container.
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Health Checl
 Hedl heck

(O None 3 None
@ TCP connection apens successfully 3 TCP connection opens successfully
() HTTP request returns a successful status (2xx or 3xx) @ HTTP request returns a successful status (2xx or 3xx)

HTTPS request returns a s (2xx or 3xx) ) HTTPS request returns a su tus (2xx or 3xx)

) Command run inside the container exits with status O 3 Command run inside the container exits with status O

80 10 seconds GET /

2 seconds 2 seconds

=4  Add Header

2 successes 3 failures

2 seconds 2

w

failures

7.2.10 Configuring Data Volume

HTTP/11

seconds

seconds

Load Balancing's storage configuration, persistence, data sharing, and lifecycle separation
from independent containers; a way for applications to inject data. Supported storage types

include:
1. hostPath
2. secret

3. configmap
4. License volume

Step 1: Add a new PVC, which can either use a storage class to dynamically provision to the

new storage or be docked with an existing PV.
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C A 7TE# | 10.115. 85. 155/p/c—zkBhT : p-6xTpb/workloads/run?namespaceId=a—nsl&upgrade=truséworkloadld=deployment%3Aa—ns1%3Afontendnginx w =’i’.‘l B » e H

Add Volume Claim

frontend-assets

@® Use a Storage Class to provision a new persistent volume asan-scl

() Use an existing persistent volume

Customize
>

wenes

SangforLs
p Sangforlogging

Environment Variables

Add Volume . 1

Step 2: Configure the path for mounting the container.

Volumes
v

==  Remove Volume

fontend-assets Persistent Volume Claim

fontend-assets

It
(1]

/appdata/assets

Add Volume..

7.2.11 Configuring Commands

The configuration of the executable file to be run during the container startup and the
parameters, which is the process configuration of the container runtime-spec.

7.2.12 Configuring Networks

The configuration of network namespaces, which supports the following customized
configurations for applications.

1.  Whether to use the host network
2. DNS policy to configure whether the cluster DNS server is used on a regular pod or on
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the host network

3. Hostname configuration

4. The configuration of the /etc/hosts record for container applications (see Adding entries
to Pod /etc/hosts with HostAliases).

5. Adding the DNS server, DNS search domain, and DNS resolution options for the

container (see Pod's DNS Config).
7.2.13 Tag/Comment
You can add tags and comments to all K8s resources for K8s framework management.
7.2.14 Security/Host Settings

To grant or limit the capability of the container to affect the running host (see Pod Security
Standards - Capabilities).

7.2.15 Network Interface Settings

To configure service publishing for applications in order to provide the capacity of external
access to applications, when workload deployment is complete.

Step 1. Select the Resource interface of the project and click "Load Balancing”. Currently,
you cannot add L4 load balancing since you have not configured the network port. Click "IP
Config" to configure it.

Step 2. On the "IP Config" interface, check "Enable" for "High-Availability= IP" and
configure "VIP".

anglm KubeManage cd - Clust N torage Projects/Na ace Memk @ cngich = () oetouit &

1. Configure the network port VIP.
2. Add the hosts and select two worker nodes. Click "Save".
7.2.16 L4 Service Publishing

Step 1: Select the Resource interface of the project. Click "Load Balancing™” and click "Add
Rule".
A sengtor Kubebanager ccd 1 - @ ; lamespace Membe T e - €3
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Step 2: Configure L4 load balancing.

Q Sangfor KubeManager cd / - Resources APF Namespaces Membe: T @ croich - n eisult Admin ( ad
< o [
a
Configuration Description
Name Name of L4 load balancing
Type Choose L4 type (TCP or UDP)
Monitoring Port The port used to monitor the host
Service/Workload If you select Workload, you need to manually configure the container port; if
you select Service, just select a port.

Container Port The port used to monitor actual container applications

7.3 Verification
7.3.1 Deploying Workloads

1. In"Resource” -> "Workload", click "Workload Name" to check whether the pod status is
"Running"” and whether there is real-time monitoring data of workload monitoring. Then
click the "More" option of the pod and open "Run Command Line".
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&« C A T34 | 10.113. 86. 1655/p/c—zk8h7 : p—6xTpb/workload/deployment :a—nsl: fontend-nginx g h B » e
Sangfor , " . Tools c
KubrﬂMﬁmager’ prod-clu._ / = Resources embers oals & English ~ n Defsult Admin ( admin ) ~
eMa i
Warkload: fontend-nginx
a-nsl 10.113.85.156/library/sangforpaas/nginx:1.17.4- Deployment
alpine B
C g 1/17/2020
nia Pod Count: 1 =n 1/17/2020
Expand All
v Pod
O state & Na Image b
O 2 e
&« C A T34 | 10.115. 85. 155/p/c—zk8hT : p-6xTpb/workloads
Workload Metrics (@ s, for '
KubeManager POt Ssourees £ v
m v
Workloads Load Balancing Service Discovery & Go to Grafana
WM oelete
CPU Utilization Mel 2ts

2. To configure environment variables, open "Run Command Line" and enter the env
command to check whether environment variables are injected.

/ # env

KUBERNETES SERVICE PORT=443
KUBERNETES_PORT=tcp://10.43.0.1:443
HOSTHNAME=fontend-nginx-6579848b89-82n95
APP TYPE=api-server—-gateway

SHLVL=2

HOME=/root

PKG RELEASE=1

TERM=xterm-256color
sangfor_logs_fontend-nginxstd=stdout
KUBERNETES PORT 443 TCP _ADDR=10.43.0.1
NGINX VERSION=1.17.4
PATH=/usr/local/sbin:/usr/local/bin: /usr/sbin: /usr/bin:/sbin:/bin
KUBERNETES PORT 443 TCP PORT=443

NJS VERSION=0.3.5
KUBERNETES_PORT_443_TCP_PROTO=tcp
KOBERNETES PORT 443 TCP=tcp://10.43.0.1:443
KUBERNETES SERVICE PORT_ HTTPS5=443
KUBERNETES_SERVICE_HOST=10.43.0.1

PWD=/

/#

3. To configure the host scheduling, check whether the pod has been scheduled to the
correct K8s host.
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gfarpaas/ng 17 4-alpin workerl-cd5082
O [ running fontend-nginx-68d7fcfcf-hpkjs angfarpaas/ngink117 4-alpine ‘\

&

To configure the health inspection, click the "More" option of the pod and then open
"View Logs" to check whether there are logs generated as a result of the probe's periodic
access.

5. To configure the data volume, click the "More™ option of the pod, open "Run Command
Line", and then enter the df command to check whether the data volume has been
mounted correctly.

/f£3/cgroup

/dev/termination-log
/appdata/assets

solv.conf

4308648
/dev/mapper/paas-root

1631752
shm 65536 0
tmpfs 00433 12
tmpfs 004332 0
tmpfs K

0
tmpfs 65 0
tmpfs 0
tmpfs 0
tmpfs

tmpfs

tmpfs

/¥

7.3.2 Service Publishing

Step 1: On the Load Balancing interface, click the copy button of the target. Check whether
the application can be accessed through the browser.
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& C A {4 | 10.115. 85. 165/p/c—zk8hT:p-6xTpb/ingresses r =’ﬂ B » 8 :

sangfor prod-clu.. / - Apps  MNamespaces  Members  Tools @cnolsh - () oeteut admin Cadmin ) -
KubeManager - i '
Workloads Load Balancing Service Discovery Volumes mport YAML £dd Ingress
O state Name & Targets
Namespace: a-nsl
O (e frontend-access 0.113.85.15110080 (TCP \5)"..1__';:\ Nn/17/2020

Step 2: After enabling the network port, check whether it is deployed normally. Go to the
Workload interface of the system project to check whether workload cattle-keepalived is
running normally.

&« C A T34 | 10.115. 85. 155/p/c—zk8hT: p-gkrhr /workloads T e » 8 :
prod-clu__ / - Resources Apps Namespaces Members Tools English ~ 0 Default Admin ( admin }
KubeManager P @ English r
This is the system project which has all Kubernetes and KubeManager system namespaces. Changes made to resources in the system project may harm the cluster
Workloads Load Balancing Service Discovery Volumes a E & E SangforLogging mport YAML
O State Name $ Image

Namespace: cattle-keepalived

10113 85,156/ ibrary/sangforpaas/kube-keepalived-vip 0.1l

(] Active kube-keepalived-vip &

7.4 Questions for Discussion
When deploying Load Balancing, think about:

1. What are other ways to deploy K8s or container applications, other than clicking
"Workload" on the interface?

2.  What to do with the deployed application image address, if the K8s cluster environment
is not connected to the Internet? How do you use the docker push to share images to the
built-in Harbor registry and reference these images?

3. Does the "Workload" provided on the interface support the deployment of all K8s
applications?

4. What will change in the updating policy, after a Deployment configures a data volume?

In docker image address configuration, what are the insecure configuration requirements
for all node dockers in a K8s cluster, in order to configure a private registry address?

6. What are the methods for applications to inject data?

Can the YAML configuration file for applications that you can view and edit on the
interface be exported to run on another K8s?

8. What does the concept of "network port" mean? What does it use to realize VIP? What
conflicts will the keepalived's VRRP in a physical network cause?

9. What applications are suitable for using L7 for publishing services? What applications
are suitable for using L4 for publishing services?
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8 Experiment 7: Use of App Store

8.1 Introduction
8.1.1 About the Experiment

In this experiment, we upload a tomcat application image and the corresponding helm chart
package to the built-in registry through docker push and deploy K8s applications in a way
similar to software package management using the app store from the KubeManager interface.

8.1.2 Purpose

To find out how to push images to the built-in registry
To find out how to upload application chart packages to the built-in registry

To find out how to configure the parameter customization of a helm chart package on the
app store interface

To find out how to deploy and configure helm applications by using the app store

To understand that the app store also provides a more standardized way of application
deployment by helm chart packages, in addition to the workload for application
deployment provided by the platform

8.2 Steps
8.2.1 Preparation of Chart Packages

1.

Preparation of Helm charts

Step 1: Open https://artifacthub.io in the browser, search for the image tomcat on the site, and
then select the chart package provided by bitnami.

Q Artifact HUB *™ SIGN UP SIGN IN ©~

Find, install and publish

Kubernetes packages

Q tomeat @ X @

© Tip: Use -to exclude words from your search. Example: apache -solr -hadoop

<« C ( B artifacthub, ic/packages/zearch?page=lirs_cuery veb=tomcat & 7 S E N ec

SIGNUP SIGN IN @v

1-2 of 2 reaults for ‘tomcat” Show: 20 =
FILTERS
tomcat pdated 10332 350
Offictsl repositaries © ’ @ xS
a’ oaG: Bitnam|  Rewo: Bitnam wi o
Verified oublishers © VERSION: 7.00 APP VERSION. 9.0.39
CATEGORY Chart for Apache Tomcat
| Database
| Integration and Dellvery
| Logging and Tracing
| Machine learnin .
s . spring-boot Ugpdated 7 months agc
A Honttadre Q’ 086 Helm  REPO banzaicloud-stable %0 &
| Networking VERSION: 00.5
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Step 2: Click "INSTALL" and then the download link on the pop-up page to download the
chart package.

& 5 ¢ ( @& artifacthub, io/seckages/heln/bitaani/ toncat B o) BN [N+ ]

o @

< Backto “tomeat’ results

~
:"ﬁﬂ] tomcat
ORG Bitnami REPO: &% Bitnami &
Chart for Apache Tomcat
Tomeat .
r
Ok : ]
eim v [ APPLICATION VERSION
9.0.39
Add repasitory
CHART VERSIONS :'-« 3
helm repo add bitnami https://charts.bitnasi.com/bitnani . 700 (11N, 2020)
6.7.0 (4Noy,2020)
Install thart 660 (30 0ct 2020)
= Show more...
helm install my-tomcat bitnami/tomcat --version 7.6.8 .
LINKS
- toment corresponds o e releace naw, deel fres to change it 1<kt your meeds. You cn e ad dditional flags to the helm install
command if pou sed fo. i HDmEDagE
0 Source
Meed Helm? ‘You can also download m‘sﬂdcmiE'schtEmd\".‘ﬂh'u;h O Source
MAINTAINERS
@ m & Bitnami

. k::!eme!es! !!+ KEYWORDS

1. Upload the helm chart package to the built-in registry

Step 1: Open HARBOR VIP in the browser and log in using your username and password®.

5 O SRR o * @0

#ooR @ EREAEmEE. € FOFER-F. @ Faaed) . & aRcEEe-Ze. @ (88) 02088 Ha @ Imss FecxmER O FARPasTE

Harbor

() Remember me Forgot password

Step 2: Select a project, click "Helm Charts" and then "UPLOAD", and select tomcat-
7.0.0.tgz.

15 The default username and password of Harbor are: a****/H********4* Contact relevant staff for the password.
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@

< € A 3% | 10.113. 85 166/harbor/prajects w B N a :

Harbor F i admin

—
z
i w
o
& Projects PI’OJ eCtS z
Logs
PROJECTS OPRIVATE 1puBLIC 1roTAL
Sa Administration ~
REPOSITORIES OPRIVATE 75puBLIC 75TOTAL
& Users

All Projects ~Q|C

@ Registries + NEW PROJECT

¢& Replications
:I Project Name T Access Level Role Repositories Count Chart Count Creation Time

© Labels
2 11/14/20. 2:46 PM

] tibrary 1 Public Project Admin 75
T Project Quotas \
1-10of litems

O Interrogation Services
&« C A TFg | 10.113. 85. 156/harbor/projects/1/heln—charts T =’.ﬂ B » e

English X, admin

« 2

—
i
< Projects
. Projects e i
library &
Logs
Summary Repositories Helm Charts. Members Labels Logs Robot Accounts Tag Retention Tag Immutability Webhooks Sca
S Administration v —_—
& Users

1 UPLOAD Q |e\=|C

] Name Status Versions Created Time

®
@ Registries /

& Replications

© Labels iscsi-targetd-provisioner Active 1 Nov 14, 2020

'@ Project Quotas

Upload Chart Files

Chart File

2
Prov File /
UPLOAD

Step 3: A message appears to indicate that the application has been uploaded.
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< C A 732 | 10.113.85. 156/harbor/projects/1/helucharts T o E R o :

@ Eenglish - £, admin -

-
i
o < Projects Y
nj Projects ||brary o
[E Logs
summary Repositories Helm Charts Members Labels Logs Robot Accounts Tag Retention Tag Immutability webhooks Sca
&o Administration v
@ Registries
Name Status Versions Created Time
& Replications
 lalezs iscsi-targetd-provisioner Active 1 Nov 14,2020

T Project Quotas

J Interrogation Services
_ kg@i tomcat Active 2 Nov 25, 2020
Il Garbage Collection

& Configuration

1-2of 2items

8.2.2 Deploying App Store's Helm Application
1. Add the built-in app store.

Step 1: Select the "Apps" page of the project and click "Manage Catalogs" to go to the
store setting at the project level. Click "Add Catalog".

Qs..-.-;(ur KubeManager ccd - Resource Apps Namespace Membe Toals @cngich - () vese

Step 2: Click "Add Catalog™.

(@) Configure the name.

(b) Configure app store address as the built-in registry's address for storing the project
for helm charts'®. The format is https:/built-in registry IP/chartrepo/uploaded
project name.

2. Deploy applications provided by the app store.

Step 1: Click "App Store" of the project to go to the application list. Then click "Launch”.
_Qf..m:)(u. KubeManager ced . Resource Apps Namespace Membe T @ english n A

Step 2: Now you can see the uploaded tomcat helm chart application. Click the tomcat
application for deployment.

16 For details about the method to upload helm charts via Harbor, see Managing Helm Charts on the official site.
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Q Sangfor KubeManager ccd / . Resources @ Namespace Member Tools @cnoin + (Y oein 2o

B

w

Preparation of images

(@ Click "PREVIEW" and find the image on which the tomcat package relies.
Download the application image and then push it to the built-in registry. This frees
you from reliance on the Internet for application deployment.

(b) Download the image using a Linux host that can be connected to the Internet.

docker pull bitnami/tomcat:9.0.39-debian-10-r26
(c) Upload the container image on which the helm relies into the built-in registry.

docker tag bitnami/tomcat:9.0.39-debian-10-r26 \
10.113.85.156/library/tomcat:9.0.39-debian-10-r26 docker push
10.113.85.156/library/tomcat:9.0.39-debian-10-r26

4. Application settings. The helm configuration option is available on the interface, as
shown in the figure.
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) sangfor KubeManager . R @ Namese - . S - n

(@) A detailed description, which means that the helm command line reads the chart's
description "helm show readme". Read the description carefully to know how to
configure the corresponding helm chart application.

(b) Configure the application name

(c) If the helm chart is available in multiple versions, select "Version Deployment” ->
"App Store". There will be a prompt for an update on the interface if a new helm
chart version is available.

(d) Select the namespace for deploying the application.

(e) Answers configuration, which is a customization application for configuring helm's
key value (--set key=vale).

8.3 Verification

Step 1: Click "App Store" and check whether the application has been deployed.
Q) sonfor KubeManager ced - Resources @ Namespaces Members Tools ®ci - €}

Step 2: Configure L4 load balancing to publish the service access application.

Click the Resource page of the project and then "Service Discovery™ to add DNS records.
Q)n:]l’m KubeManager ced - ar mesy fember @ english ~ n

Configure DNS records.

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd 63



(R

SANGFOR
RIEREE Test Guidance V1.0

o a0 k~ w D P

Configure the DNS name.

Namespace: Select the namespace where the tomcat is in.
Select to resolve to "Workload".

Select the tomcat workload

Select "Cluster IP" for service type

Configure the port for the service

(@) Port Name

(b) Service Port: port of the service IP address

(c) Dst Port: monitoring port for the container workload; the tomcat monitors the

8080 port

To configure load balancing, click the "Resource™ page of the project. Click "Load
Balancing" to add the rule.

Q Sangfor KubeManager ced £ - Apps

Configure service publishing for L4 workloads.

Q) senofor KubeManage: wcd . Apps Mamespaces vembers
= o [ o
[+ e
1. Rule Type: L4
2. Configure the name
3. Namespace: Select the namespace where the tomcat is in.
4. Configure the rule
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(@) Type: TCP
(b) Network port IP address (Monitoring Port): 18888

(c) Service: t

omcat-workload

(d) Container Port: port 80 of the tomcat-workload service

Access the application to check whether the service has been published.

€ c

Home Documentation Configuration Examples Wiki

A fEce | 100118 85.151:18888

Mailing Lists

Apache Tomcat/9.0.39

™

&

Developer Quicl
Tomcat Setup
Ficst Wah Applicatio

Managing Tomcat

For securit
restricter

FOATALTHA_HOAE cordf 1

In Tomcat 9.0 ac

a
application is split between different users.

Read more...
Release Notes
Changelog
Migration Gui

Security Notices

Recommended Reading:

Security Considerations How-To
Manager Application How-To
Clustering/Session Replication How-To

k Start

Realms & AAA
n JDBC DataSources

Examples

Documentation

ihe manager webapy is Tomcat 9.0 Documentation

Tomcat 9.0 Configuration
=l
Tomcat Wikl
he manager Find additional important configuratio
information ir

FOATALTRA_HTHE) EIRDTRS 11
DEvelopers may be Interested m
Tomeat 2.0 Bug Dalabass

Tomest S 0 JavaDocs

Tomest 9.0 O Repository at BiHub

95-2020 Apache Software

Foundation. All Rights Reserved

8.4 Questions for Discussion

1. Can helm chart packages be uploaded by using a command line, other than the built-in

registry's upload fu

2. How can an application be deployed by using the helm command line? It is feasible for
the command line to only use the helm template rendering function and then import the

nction?

application into K8s?

How is a helm-charts package made?

B &
Find Help

§ 2PACHE

Server Status
Manager App

Host Manager

Senvlet Specifications

Tomeat Yersions

Getting Help
FAQ and Mailing Lists

mailing lists are availablz:

08, SOCUTLY
).

ort and discussion for Apache Taglibs

eveiopment mailing list, inchucing commit
TREEagDS

HhE *»00

Which storage classes in a K8s cluster will be used by default if a chart package is to use
storage classes? Is the setting of the default storage class available?
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9 Experiment 8: Use of App Store

9.1 Introduction
9.1.1 About the Experiment

In this experiment, Jenkins is installed and configured through the App Store to realize
continuous integration of software development. The KubeManager CLI is used in Jenkins
pipeline for continuous delivery.

9.1.2 Environment Specification

All nodes in KubeManager must be able to access the Internet.

9.1.3 Purpose

Master the use of the app store.

Master using Jenkins for app store deployments.

Master configuring Jenkins to use Kubernetes resources.

Master using Docker to build images in the Jenkins pipeline.

Master using Docker to push images to the built-in image repository in Jenkins pipeline.

Master using KubeManager CLI program in Jenkins pipeline to deploy images to
Kubernetes environment for continuous delivery.

Basic understanding of Jenkins declarative pipeline syntax.

9.2 Steps
9.2.1 Install Jenkins in the App Store

1.

Add the built-in app store.
Step 1: Select the "Apps" page of the project and click "Manage Catalogs" to go to the
store setting at the project level. Click "Add Catalog".
&« C A TEt4 | 10.115.85. 155/p/c-zk8hT : p-6xTph/ apps t th e » e ;
Q iﬁz%fhcf)l;nager prod-clu__ / - Resources @3 Namespaces Members Tools @ English ~ 055454n Admin ( admin )
Apps Clusters Projects in prod-clusterl d @Manage Catalogs Launch
ocal a-project o /
prod-cluster] g Default
[@ devops

DistributedSystemsTracing

System

Step 2: Click "Add Catalog".
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< C A “F3zg | 10.113. 85. 166/p/c-zk8hT:p-6xTpb/catalogs o E N e :

Edit Catalog

https://registry sangfor com/chartrepo/apps @

master project

(@) Configure the name which is sangfor-paas.

(b) Configure app store address as the built-in registry's address for storing the project
for helm charts’. The format is https://registry.sangfor.com/chartrepo/apps.

2. Deploy the app provided by the App Store.

Step 1: Click "App Store" of the project to go to the application list. Then click "Launch".
Qs.m.)m. KubeManager ced s . Resource Apps Namespacs emb Too @i - () st i

Step 2: Click "jenkins" for deployment.

<« C A &% | 10.113 85.155/p/c—zkBhT:p-6xTpb/apps/catalog W ihE R o :
C Sangfor prod-clu.. / a-project ¥ Resources @ Namespaces Members Tools @ English ~ n Default Admin ( admin ) ~
KubeManager f '
Catalog All Categories W
my-upload-apps Expand
Collapse

sangfor-apps

jenkins

Step 3: Application configuration.

17 For details about the method to upload helm charts via Harbor, see Managing Helm Charts on the official site.
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&« C A TE$ | 10.113. 86. 155/p/c-zk8hT: p-6xTpb/apps/catalog/p-6xiph: sangfor-apps—jenkins T ='l:l B » e H
Oy n server. It supports multiple SCM tools including CVS, Subversion and Git. It can
ex che Maven-based projects as well as arbitrary scripts
Mo
nd Al
1
o Configt s
Jjenkins 2 211 3
NAMESPACE
Choose a Namespace 4
5

FREVIEW »

menes

(a) Configure the application name.

(b) If the helm chart is available in multiple versions, select "Version Deployment™ ->
"App Store". There will be a prompt for an update on the interface if a new helm

chart version is available.
(c) Select the namespace in which the application is deployed.

(d) Configure blank in Answers, which is a customization application for configuring

helm's key value (--set key=vale).

Notice:

i:For an intranet environment, you need to push all dependent images to the built-in
image repository. And then use Answers configuration to change the image address

to the built-in image address.

ii:The Jenkins persistent store is not configured by default for production

environments that need to be configured.

iii:Jenkins account security settings should be configured in production environment.

Step 4: Click "Create™.
Step 5: Ensure that the application is Active.
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<« C A T4 | 10.115.85. 155/p/c—zkBhT:p—sdqjz/apps

N Sangfor
Kub%Manager prod-clu.. / devops ~ Resources Mamespaces

Apps

jenkins Up to date (217.1)  Active

6

9.2.1 Install Jenkins in the App Store
1. Configure L4 or L7 of load balancing.

Q Sangfor KubeManager

Add Ingress

Layer

B e

As an example of L4 load configuration, you should configure port 18080 access from the
network exit IP to port 8080 of Jenkins workload.

2. Note down Jenkins and Jenkins-Agent service names.

< C A T4 | 100113, 85. 185/p/c—zk8hT:p-sdqiz/dns w pEs e H

& Sangfor

KubeManager proc-clu_ / devops + Apps  Mamespaces  Members  Tools @ english ~ O Default Admin ( admin

Workloads Load Balancing Service Discovery Volumas Import YAML Add Record

3 | W oe
O state Name & Type Target

Namespace: devops

nainx-http

O [Acwve Selector spp-ngit

Namespace: jenkins

O [ Active Selector

O [actve Selector

appkubernetes iofinstance=

- oadbalance-f8d5344ea0b75c58a7102a697cabd34
O acie Iosclbalance-1805344a0075C5857102367cabd345 Worklosd fenkins
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(a) Record the internal load domain name as Jenkins.

(b) Record the internal load domain name as Jenkins-agent.
9.2.3 Configure Jenkins
1. Visit Jenkins.

Dashboard

[#add description

= New Item

‘. People

=+ Build History s L 5 days 17 hr - 5 days 17 hr - L &
e 4,3 test 42 1 16 sec h,’_)
s Manage Jenkins
Icon
SML Legend A Atom feed for all N Atom feed for failures

(@ FT7F Blue Ocean
N Atom feed for just latest builds

C New View

Build Queue A

No builds in the queue.

Build Executor Status A

REST API Jenkins 2.274

2. Configure Clouds.

¢« >cC

A 1°F7< | 10.113.85.151

Dashboard
o —
New Item 1
Manage Jenkins | , .......j—
& reople W 218, 220, 224
It appears that your reverse proxy set e Manage Je i ¢ EHIHAEE !r ma
~ Build History
! New Node Da
o Manage Jenkins & New version of Jenkins (2.275) is av|
Configure Clouds (3
w® F17T Blue Ocean ~
Node Monitoring
BB New View
74 core and libraries Build Queue Lol
Build Queue A Multiple security vulnerabilities in
No builds in the queue.
No builds in the queue.
System Configurati g excautor status ~
Build Executor Status 2 Configure System Global Tool Configuration
Configure global settings and paths J Configure tools, their locations and
e automatic installers.
2 Idle ~
g Manage Plugins .ﬁ Manage Nodes and Clouds
Tl Add. remove, disable or enable plugins =" Add, remove, control and monitor the
that can extend the functionality of @) various nodes that Jenkins runs jobs
Jenkins on

A Thara ara uindatac auailahla

(a) Click “Manage Jenkins”.
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(b) Click “Manage Nodes and Clouds”.
(c) Click “Configure Clouds” to add kubernetes cluster.

3. Configure and save Jenkins address and Jenkins channel.

Cnone- v | e=Add~

< C A F==| 10.113.85.151:18080/configureClouds/
Dashboard Configure Clouds
Credentials

Test Connection

9.2.4 Create a pipeline in Jenkins

1. New ltem.

< C A A== 10.113.85.151:18080/view/all/newlob

€ Jenkins

Dashboard all

[] WebSocket e
[[] Direct Connection (7]
Jenkins URL (2]
http://jenkins:8080 1

Jenkins tunnel o
jenkins-agent:50000 (2

Connection Timeout o
Read Timeout o

r » 0

EEEEC) += o

Enter an item name

l test 1

» A job already exists with the name ‘test’

[y

Freestyle project

C This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any

build system, and this can be even used for something other than software build,

_{“‘) Pipeline

2

Orchestrates long-running activities that can span multiple build agents. Suitable for building

pipelines (formerly known as workflows) and/or organizing complex activities that do not easily fit in

fres-style job type.

j Multi-configuration project
&

Suitable for projects that need a large number of different configurations. such as testing on

A P

wronments, platform-specific builds, etc.

o

Version1.0(2021-01-19)
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2.

Definition Pipeline.

<« C A T=% | 10.115.85.151:18889/ job/test/configure
Dashboard test

Senel Build Triggers Advanced Project Options Pipeline
Advanced Project OUptions

Pipeline
Definition

Pipeline script

'
! Script .

i 1  def kubemanager_ip="

' 2 def kubemanager_reg

: 3  def kubemanager_tok t22bgtqth28wnrzdxnt4hngb4nSb5qcmfzFc2redspxddn
H 4

| 5

i 6

J 8

i s

! 10

d 1

1 12

. 13

i 14

! 15

i 16

| 17

1 -

1
! Use Groovy Sandbox

- [

Refer to pipeline configuration in kubernetes:

b4

e 0

v

try sample Pipeline... v

def variable=foo
podTemplate(...) {
node (POD_LABEL) {
//some steps
}

Sample DevOps code:

Version1.0(2021-01-19)

// define const

// kubemanager IP address

def kubemanager_ip="10.113.85.155"

// kubemanager registry ip address

def kubemanager registry_ ip="10.113.85.156"
// kubemanager api token

def kubemanager_token="token-8wmgj:vEvbx2b6t22bqtqth28wnrzdxnt4hngb4n5b5qemfzfc2r64spx49n"
// kubemanager project name

def kubemanager_project="c-zk8h7:p-sdqjg"
podTemplate(yaml: """

apiVersion: vl

kind: Pod
spec:
volumes:

- name: docker-socket
emptyDir: {}
- name: sangfor-registry-ca

emptyDir: {}
- name: workspace
emptyDir: {}
containers:

- name: jnlp
image: registry.sangfor.com/apps/inbound-agent:4.6-1
args: ['\$(JENKINS_SECRET)', '\$(JENKINS_NAME)']
volumeMounts:
- name: workspace
mountPath: /workspace
- name: docker
image: registry.sangfor.com/apps/docker:20.10.2
command:
- cat
tty: true
volumeMounts:
- name: docker-socket
mountPath: /var/run
- name: workspace
mountPath: /workspace
- name: docker-daemon
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image: registry.sangfor.com/apps/docker:20.10.2-dind

securityContext:
privileged: true
volumeMounts:

- name: docker-socket
mountPath: /var/run
- name: sangfor-registry-ca
mountPath: /etc/docker/certs.d
— name: workspace
mountPath: /workspace
- name: cd-tools
image: registry.sangfor.com/apps/kubemanager-cd:sangfor
imagePullPolicy: Always
command:
- cat
tty: true
volumeMounts:
- name: sangfor-registry-ca
mountPath: /etc/docker/certs.d
— name: workspace
mountPath: /workspace
nrny
node (POD_LABEL) {
stage('Clone') {
container('jnlp') {
sh "
git clone -b modify-repo-url https://github.com/ctlaltlaltc/docker-nginx.git /workspace/docker-nginx
non
}
}
stage('Setting') {
container('cd-tools') {
sh "
# Setting sangfor registry private certificate
# Setting sangfor kubemanager registry ip
mkdir -p /etc/docker/certs.d/$kubemanager_registry_ip
wget --no-check-certificate -q -0- https://$kubemanager_registry_ip/api/systeminfo/getcert >\
/etc/docker/certs.d/$kubemanager_registry_ip/ca.crt

}
}
stage('Build') {
container('docker') {
sh v
docker version
export DOCKER_BUILDKIT=1
docker build --progress plain -t $kubemanager_registry_ip/library/nginx-devops:latest \
/workspace/docker-nginx/stable/alpine
}
}
stage('Publish') {
container('docker') {
sh v
docker login -u admin -p Harbor12345 $kubemanager_registry_ip
docker push $kubemanager_registry_ip/library/nginx-devops:latest

}
}
stage('Deploy') {
container('cd-tools'){
sh "
kubemanager login https://$kubemanager_ip --skip-verify --token $kubemanager_token —-context $kubemanager_project
if ! kubemanager kubectl get namespace devops; then
kubemanager kubectl create namespace devops
fi
# rollout update
if ! kubemanager kubectl -n devops get deploy nginx; then
kubemanager kubectl -n devops create deployment nginx --image=$kubemanager_registry_ip/library/nginx-devops:latest
else
kubemanager kubectl -n devops rollout restart deployment/nginx
fi
# expose service
if ! kubemanager kubectl -n devops get service nginx-http; then
kubemanager kubectl -n devops expose deployment nginx --port=80 --target-port=80 --name=nginx-http
fi
kubemanager kubectl -n devops wait --for=condition=available --timeout=600s deployment/nginx
wien
b
}
stage('Test') {
container('cd-tools') {
sh "nn
true
wien
}
}
stage('Teardown') {
container('jnlp') {
sh "nn
true

}

Pipeline description:
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Define constants:

1 |def kubemanager_ip="10.113.85.155"

2 |def kubemanager_registry_ip="10.113.85.156"

3 |def kubemanager_ token="token-8wmgj:v6vbx2b6t22bqtqth28wnrzdxnt4hnqb4nb
— bbgcmfzfc2r64spx49n"

4 |def kubemanager_project="c-zk8h7:p-sdqjg"

Constant Description

kubemanager_ip ip address of kubemanager
kubemanager_registry_ip ip address of kubemanager built-in image repository
kubemanager_token api token created in kubemanager interface
kubemanager_project project name of kubemanager pipeline

Create api token:

« @ A F2% | 10.113.85. 155/g/clusters % hEeO
&3 Sangfor
Q I(ubgManager Global ~ Apps Users Settings Security Tools @ english ~ ‘. Default Admin ( admin
Clusters
]
O Cluster Name & Provider Nodes
impol

O 1

& C A T4 | 10.1183. 85. 165/apikeys

Add API Key

no scope 2

conee
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(B

& C A 734 | 10.115.85.155/apikeys g :fn | - ) e :

API Key Created

sz |
oo
EITTmmm——— -

s the username and password for HTTP Basic auth to authorize requests. You can also

B
B
Ac 3 I

Achieve the project name of pipeline:

€ C ATfT®R£|1w01

KubeManager e Resources R — e @ Engli ‘) SERON

Load - o = o |}
Clusters Projects in prod-cluster]
local project g
]
prod-cluster! g Default
e devops

u DistributedSystemsTracing

System

3. Build and Open Blue Ocean.

€« C A T4 | 10.115.85.151:18889/ job/test * ohE e
g‘ Jel]klrls o ®m
Dashboard test
Back to Dashboard H H
# Back to Dashboa Pipeline test
I J. Status “add description
_
= Changes
COUGO0
g;_) Build Now (@ 5" Recent Changes
P ) .
Configure Permalinks
® Delete Pipeline ® Last build (#1), 39 sec ago

' $T7F Blue Ocean (@
"~ Rename

0 FreEEz

Build History trend A

Version1.0(2021-01-19) Ownership©Sangfor Technologies Co., Ltd



Z SANGFOR

- REEAR Test Guidance V1.0

v

9.3 Verification

1.

2.

Click "App Store™ and check whether jenkins has been deployed.

&« C A 7324 | 10.115.85.155/p/c—zk8hT:p-sdqjz/apps
N Sangfor
I<ub%Manager prod-clu.. / devops - Resources Namespaces
Apps

) Jenkins Up to date (217.1) Active
View the pipeline.
&« C A F=<£| 10.113.85.151:18889/blue/organizations/jenkins/test/detail/test/3/pipeline/44 g » e

Pipeline Changes Tests Artifacts & 0 5 x

@ 1m 28s No changes
@® 19 hours ago Replayed #2

Start Clone Setting Build Publish Deploy Test Teardown End

— 0 — 0 0 0 O 60— 0

Deploy - 3s E i
V8 v kubemanager login https:/10.113.85.155 --skip-verify --token token-8wmgj:v6vbx2bét22bqgtgth28wnrzdxnt4hngb4n5b5gcmfzfc... S S t 3s

+ kubemanager login --skip-wverify --token token-Bwmgj:vevbx2b6t22bgtgth28wnrzdxntdhngbdn5bSgemfzfc2rédspxddn
-- c-zkBh7:p-sdgig

time="2021-01-18T11:26:48Z" level=infi Saving config to /root/.kubemanager/cli2.json™

+ kubemanager kubectl get namespace d

NAME STATUS AGE

devops  Active 3d3h

+ kubemanager kubectl -n devops get deploy nginx

NAME READY  UP-TO-DATE  AVAILABLE AGE

nginx 1/1 1 1 3d3h

+ Kubs ager kubectl -n devops rollout restart deployment/nginx
deployment .apps/nginx restarted

+ kubemanager kubectl -n devops get service nginx-http

NAME TYPE CLUSTER-IP EXTERMNAL- TP PORT(S) AGE

nginx-http ClusterIP 10.43.44.81 <none> 8e8/TCP 2d4h
+ kubemanager kubectl -n devops wait °--for=condition=available® '--timeout=6@@s’ deployment/nginx
deployment .apps/nginx condition met

9.4 Questions for Discussion

1.
2.
3.

5.

How do Jenkins configure storage for data persistence?
Does Jenkins pipeline support customized images building?

Does the "Workload" provided on the interface support the deployment of all K8s
applications?

What programming language does Jenkins use to implement the declarative pipeline
syntax?

Does PodTemplate follow the K8S configuration specification in the pipeline?What can
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6.

be configured?
How is persistence implemented in Jenkins? Use Minio or Jenkins Built-in Artifact?
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